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S U M M A R Y
Ambient noise correlation has been used extensively to retrieve traveltimes of surface waves.
However, studies of retrieving amplitude information and attenuation from ambient noise are
limited. In this study, we develop methods and strategies to extract Rayleigh wave amplitude
and attenuation from ambient noise correlation, based on theoretical derivation, numerical
simulation, and practical considerations of real seismic data. The synthetic data included a
numerical simulation of a highly anisotropic noise source and Earth-like temporally varying
strength. Results from synthetic data validate that amplitudes and attenuations can indeed
be extracted from noise correlations for a linear array. A temporal flattening procedure is
effective in speeding up convergence while preserving relative amplitudes. The traditional
one-bit normalization and other types of temporal normalization that are applied to each
individual station separately are problematic in recovering attenuation and should be avoided.
In this study, we propose an ‘asynchronous’ temporal flattening procedure for real data that
does not require all stations to have data at the same time. Furthermore, we present the detailed
procedure for amplitude retrieval from ambient noise. Tests on real data suggest attenuations
extracted from our noise-based methods are comparable with those from earthquakes. Our
study shows an exciting promise of retrieving amplitude and attenuation information from
ambient noise correlations and suggests practical considerations for applications to real data.

Key words: Computational seismology; Seismic attenuation; Seismic noise; Seismic tomog-
raphy; Surface waves and free oscillations; Theoretical seismology.

1 I N T RO D U C T I O N

It has been demonstrated both in theory and by laboratory exper-
iments that Green’s functions (GFs) can be obtained from cross
correlation (CC) of diffuse fields (Lobkis & Weaver 2001; Weaver
2001). This discovery was applied rapidly to seismology, espe-
cially in traveltime measurements of surface waves (e.g. Sabra et al.
2005; Shapiro et al. 2005; Kang & Shin 2006; Yao et al. 2006;
Brenguier et al. 2007; Bensen et al. 2008; Lin et al. 2008; Yang
et al. 2008b; Zheng et al. 2008). Elasticity and inelasticity are two
important properties of Earth’s media. The elastic wave speed is
generally estimated by traveltimes of seismic waves; the inelastic
property is generally characterized by attenuation of amplitudes of
seismic waves. Compared to seismic velocity, seismic attenuation is
a more critical parameter for reflecting temperature and fluid con-
tent in the Earth (Johnston et al. 1979; Toksöz 1979; Winkler &
Nur 1979a, 1979b, 1982; Karato 1993, 2003; Priestley & McKen-
zie 2006; Adam et al. 2009; Zhou et al.2011a). Attenuation is also

an important parameter for predicting ground motion from strong
earthquakes, especially in sedimentary basins (e.g. Komatitsch et al.
2004; Olsen et al. 2006; Prieto et al. 2011; Zhou et al.2011b). Never-
theless, most studies have focused on measurements of traveltimes
(or velocities) using empirical GFs from the Earth’s ambient noise
(for simplicity, we use the term GF hereafter whether it is a true
GF or an approximation). Albeit by many fewer studies, it has also
been shown possible to extract amplitude and attenuation informa-
tion from ambient noise (Lobkis & Weaver 2001; Snieder & Safak
2006; Kohler et al. 2007; Larose et al. 2007; Matzel 2008; Prieto
& Beroza 2008; Prieto et al. 2009; Taylor et al. 2009; Cupillard
& Capdeville 2010; Froment et al. 2010; Cupillard et al. 2011;
Lawrence & Prieto 2011; Lawrence et al. 2013; Lin et al. 2011; Pri-
eto et al. 2011; Weaver 2011, 2013; Zhang & Yang 2013; Bowden
et al. 2017; Stehly & Boué 2017).

A key issue in extracting the attenuation of Rayleigh waves from
ambient noise is the nature of the ambient noise, which varies in
time, strength, location and direction (Stehly et al. 2006; Gerstoft
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& Tanimoto 2007; Yang et al. 2008a; Yao & Van Der Hilst 2009).
Therefore, early experiments on extraction of surface wave ampli-
tude from ambient noise to obtain attenuation are usually carried
out based on relatively simple assumptions about the distribution
of the noise sources. Based on a diffuse acoustic field, Lobkis &
Weaver (2001) performed an experiment and recovered both phase
and amplitude of waves from noise. Larose et al. (2007) used noise
obtained from an air-jet forcing and observed that the retrieved
amplitude decay from noise is consistent with the amplitude de-
pendence expected from geometrical spreading and attenuation.
Snieder & Safak (2006) and Kohler et al. (2007) showed that it is
possible to retrieve attenuation information for buildings by decon-
volution of seismic waves from an earthquake. Following a similar
method, Prieto et al. (2010) used ambient vibrations to obtain the
impulse response, which can be used to estimate attenuation values.
Subsequently, both earthquake data (Nakata et al. 2013) and ambient
vibrations (Nakata & Snieder 2014; Sun et al. 2017) were applied to
monitor a building by deconvolution interferometry. Mordret et al.
(2017) also used the method to estimate temporal changes of damp-
ing factors. Prieto & Beroza (2008) showed that relative amplitudes
from ambient noise GFs obtained in this way coincided with those
observed from nearby earthquakes. Using spectral coherency of
the ambient field (Nakahara 2006), Prieto et al. (2009) claimed to
recover both phase velocities and attenuation coefficients at differ-
ent frequencies. Applications to southern California showed distinct
differences in wave speeds and attenuation between paths traversing
major basins and other paths. The method assumed that the ambient
field is isotropic. Prieto et al. (2009) achieved this by azimuthal and
regional averaging, and they claimed to obtain average attenuations
for the regions of interest. But in Tsai’s opinion (2011), for stations
at large distances the coherency of noise is not a good approxima-
tion, and thus will introduce additional biases. Taylor et al. (2009)
presented a methodology to obtain frequency-dependent relative
site amplification factors by treating a seismic array as a forced
damped harmonic oscillator system where each station responds
to a forcing function obtained from frequency–wavenumber beams
of the ambient noise field. Cupillard & Capdeville (2010) carried
out numerical experiments and retrieved geometrical spreading as
well as intrinsic attenuation in the case of a uniform distribution,
even after strong non-linear operations such as one-bit normaliza-
tion and spectral whitening were applied to the noise recordings.
Tsai (2011) provided a ray-theoretical framework for quantifying
amplitudes in noise correlation measurements and explicitly ac-
counted for attenuation as well as the spatial distribution of sources.
Using traditional ambient noise data processing procedures, Lin
et al. (2011) asserted that common ambient noise data processing
procedures such as temporal normalization and spectral whitening
in amplitude retrieval can be retained as long as the amplitudes
of the CCs are corrected appropriately, but the study is empirical
and is not based on a theoretical framework. Using linear triplets
of stations, Liu et al. (2015) extracted seismic attenuation coeffi-
cients from CCs of ambient noise. An improved inversion algo-
rithm was developed to obtain amplitude and phase terms in the
frequency domain. Taking advantage of a dense array such as the
USArray, Bowden et al. (2017) proposed a wavefront tracking ap-
proach that utilizes ambient noise correlations to construct the entire
wavefield and then to obtain site amplification and attenuation of
Rayleigh waves across the USArray, taking into consideration fo-
cusing and defocusing effects of the wave propagation. They used
a modified spectral whitening approach that weights the spectra
of all stations by a single spectrum to preserve the relative am-
plitudes between stations (Bowden et al. 2015). This method can

eliminate the influence of the noise source distribution to a certain
extent by constructing the whole wave field, but it needs dense
two-dimensional arrays and accurate deduction of propagation
effect.

Another key issue in extracting the attenuation of surface waves
from ambient noise is using an appropriate pre-processing proce-
dure. One-bit normalization, which clips all amplitude information,
is a typical pre-processing procedure to extract amplitudes of GFs
from ambient noise (Larose et al. 2007; Matzel 2007; Cupillard &
Capdeville 2010; Cupillard et al. 2011; Groos et al. 2011; Lin et al.
2011; Weaver 2011). However, whether one-bit normalization is suf-
ficient to retrieve accurate amplitudes of GFs from ambient noise is
not clear. Matzel (2007) showed that one-bit signals may preserve
amplitude information. Using numerical simulation, Cupillard &
Capdeville (2010) and Cupillard et al. (2011) found that both in
the case of a uniform distribution and a non-uniform distribution of
sources, intrinsic attenuation is retrieved even after strong non-linear
operations such as one-bit normalization are applied to the ambient
noise data. Lin et al. (2011) demonstrated that common processing
procedures on ambient noise data can be retained as long as the
amplitudes of the CCs are corrected for the duration time of noise,
geometrical spreading, and the azimuthal variation in the strength
of ambient noise sources. However, Larose et al. (2007) suggested
that although one-bit pre-processing is helpful to reconstruct the
phase of the GF, it should not be used to reconstruct the ampli-
tude of the surface wave. Using a numerical simulation, Weaver
(2011) proved theoretically that, in the case of smoothly varying
noise sources, one-bit pre-processing would distort the apparent at-
tenuation of GFs. Viens et al. (2017) computed impulse response
functions using CC, coherency and deconvolution techniques of the
raw ambient seismic field and the CC of one-bit normalized data.
They compared the amplitudes to a real earthquake, indicating that
the one-bit normalization method is not a good choice to retrieve
amplitudes of ambient noise.

In general, most of the above-mentioned methods used in ex-
tracting surface wave amplitudes are empirical with strict require-
ments on the properties of ambient noise. However, complex nat-
ural ambient noise cannot easily satisfy such strict requirements.
As a result, there is much debate on these different processing
methods. From theoretical derivations and numerical simulations,
Weaver (2011) suggests that from the ray arrival amplitudes, the am-
bient field’s specific intensity, the strength and, most importantly,
attenuation can be recovered, even for incompletely diffuse noise
fields.

This study is an attempt to develop methods and strategies to
extract attenuation for the real Earth from ambient noise corre-
lation. Our approach is based on the theory of Weaver (2011),
but considers complications from the natural ambient noise and
seismic vibrations of the Earth. We use ambient noise data syn-
thetized by simulated noise generated from anisotropic sources and
natural seismic noise recorded by USArray. We also use earth-
quake records to test the methodologies. We demonstrate that the
relative amplitudes between station pairs and thus the medium at-
tenuation can indeed be retrieved from ambient noise correlation
after careful processing procedures. Below, we first outline our
basic methodology, following Weaver (2011). We then use syn-
thetic data to show that amplitude and attenuation can be recov-
ered from noise correlation after applying a key ‘temporal flat-
tening’ (TF) data processing procedure (Weaver 2011). Next we
deal with real seismic data, where we propose a modified data
processing procedure called ‘asynchronous’ temporal flattening
(ATF). We show the feasibility of attenuation retrieval from real
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data examples by comparing the attenuation results retrieved from
seismic ambient noise with those retrieved from earthquakes. We
specify steps by which amplitudes can be retrieved from ambient
noise, and perform a series of tests for parameter selections in data
processing.

2 M E T H O D S

Our basic approach relies on a recent theoretical derivation by
Weaver (2011, 2013) in the case of an incompletely diffuse noise
field. A fully diffuse wave field is usually defined as one that is
globally equipartitioned. It has all normal modes excited with un-
correlated amplitudes and the disturbance is an isotropic random su-
perposition of plane waves at each point of the vibrating medium at a
given frequency (Weaver 1982; Lobkis & Weaver 2001). However,
because long-period seismic noise fields are directional (Weaver
2011), the natural seismic noise field is often not a fully diffused
noise field. Weaver (2011, 2013)’s studies show that even in the
case of an incompletely diffuse noise field, the amplitude of the GF
from the CC between two stations can be expressed explicitly as
a function of the wave attenuation α and the intensity of the dif-
fuse wave field B. If the noise intensity changes smoothly in space
and direction, the amplitude X of a Rayleigh wave cross-correlation
function between stations i and j shows that it takes the form, to the
first order

Xi j = 2si s j Bi (n̂i→ j )
√

2πc/(ωo|xi − x j | ) exp(−α|xi − x j |),
(1)

where α is the average attenuation between stations i and j; ωo is the
frequency;

√
2πc/(ωo|xi − x j | ) is the geometrical spreading term;

c is wave speed and si and sj are site effects at the two stations. Bi

is the ambient intensity in the direction from i towards j evaluated
at station i. An important and useful result for the research reported
here is that the ray amplitude X depends only on B in that direction
as an asymptotically valid approximation (at the next order, the
differences with respect to direction are of order 1 per cent or less)
(Weaver 2011).

The surprisingly simple result (eq. 1) makes it relatively easy to
retrieve attenuation along a linear array. For a linear array, along a
direction n̂ of several seismic stations, the amplitudes Xi j of CC
arrivals for j > i should be

Xi< j = 2si s j Bi (n̂i→ j )
√

2πc/(ωo|xi − x j | ) exp

(
−

∫ x j

xi

αdx

)
.

(2)

Eq. (2) indicates that amplitude X from station i (near one end
of the array) to all stations j in one direction (to the other end of
the array) depends only on the intensity at station i along the same
direction. Thus, for a linear array, we can formulate the following
strategies to retrieve attenuation.

From eq. (2), we can obtain an estimate of the path-averaged
attenuation easily. Consider a set of linearly arranged stations S1,
S2, S3 and S1 is the reference station. The amplitude of the GF from
S1 to S2, X1→2, and that of the GF from S1 to S3, X1→3 are as
denoted by

X1→2 = 2s1s2 B1(n̂1→2)
√

2πc/ω |x1 − x2| exp

(
−

∫ ⇀
r 2

⇀
r 1

α12dx

)
,

(3)

X1→3 = 2s1s3 B1(n̂1→3)
√

2πc/ω |x1 − x3| exp

(
−

∫ ⇀
r 3

⇀
r 1

α13dx

)
,

(4)

where α12 is the attenuation coefficient of the medium between
S1 and S2, and α13 is that between S1 and S3. The surface wave
amplitude ratio of the two stations is

X1→3

X1→2
=

√|x1 − x3|√|x1 − x2|
s3

s2
exp

(
(−

∫ ⇀
r 3

⇀
r 2

α23dx

)
. (5)

Since the intensity of the noise sources at S1 towards S2 and S3

are equal, the logarithm on both sides of the above formula can be
expressed as

ln
X1→3

X1→2
= ln

√|x1 − x3|√|x1 − x2|
+ ln s3 − ln s2 − α23(x3 − x2). (6)

With the above equation, we can invert the average attenuation
factor of the medium between S2 and S3, α23, and the site response
of the stations S2 and S3 simultaneously. In this study, we set the
site responses of all stations to 1, so the attenuation coefficient α23

of the medium between the two stations S2 and S3 can be directly
solved.

In the real Earth, linear deployments are common, thus the above
approaches can be applied. However, more commonly, we have a
network of stations in 2-D. In such a case, we can form a series
of linear arrays, much like the classical 2-station method of the
earthquake-based surface wave tomography of wave speeds (e.g.;
Yao et al. 2006). A similar idea has also been applied to traditional
earthquake-based attenuation studies (e.g. Yang et al. 2004). In this
study, we focused only on the path-averaged attenuation and did
not consider site factors in the derivation of average attenuation
values.

3 A M P L I T U D E A N D AT T E N UAT I O N
R E T R I E VA L F RO M S Y N T H E T I C DATA

3.1 Synthetic noise wavefield

3.1.1 Original simulated noise data

Based on a discrete 271 × 271 mesh representing a square two-
dimensional domain, we simulated a noise field for an anisotropic
noise source distribution (Fig. 1). The source intensity included a
smoothly varying component and a strong ‘local’ intensity (as in-
dicated from the shade on the source ‘ring’). The study region con-
tained two quadrants, inside the source ‘ring’. Details of the scheme
for the numerical simulation can be found in Weaver (2013). The
numbers below are scaled to seismic observations, for easier un-
derstanding. Without loss of generality, we focus on waves with a
narrow band pass filter in the vicinity of the period of 10 s in the
numerical tests. A linear array of 10 receiver stations with spacing
distance of 85 km was placed diagonally across two quadrants inside
the ring, where 5 receiver stations are in the lower-left quadrant and
the other 5 receiver stations are located in the upper-right quadrant.
The wave speed is set at 3 km/s. An attenuation model was config-
ured with two different attenuation coefficients, α1 = 0.00259 km–1

in the lower-left quadrant (quadrant 1) and α2 = 0.00388 km-1 in
the upper-right quadrant (quadrant 2), which correspond to attenua-
tion factor Q of 40.4 and 27.0, respectively. The low Q values were
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Figure 1. Set up of numerical simulation, showing distribution of source
intensity and receiver locations. The distribution of the Gaussian noise
source is highly non-uniform as indicated by the shades along the
circumference (higher intensity in darker shade). The input attenua-
tion coefficients are α1 = 0.00259 km–1 and α2 = 0.00388 km–1, for
lower-left quadrant (quadrant 1) and upper-right quadrant (quadrant 2),
respectively.

chosen so that the attenuation effect on amplitudes can be clearly
visible. The site responses of all stations in the experiment were set
to 1. There is no internal scattering. The sample rate of the data is
3 points per second, and a total of about 1 yr of data was generated
at each station.

3.1.2 Synthetic seismic noise data with temporally varying
strength

We multiplied our simulated noise data by the absolute value of the
recorded seismic noise from an actual station our simulated noise
data to obtain synthetic data with temporally variable amplitude
similar to natural seismic noise. The seismic noise was from a 9-yr
continuous seismic waveform of a station in Southern California
(station Isabella) at 1 sample per second. The station selection was
somewhat arbitrary, but the long continuous record of the station
does provide a real representation of the variation of the Earth’s
ambient noise strength. The original simulated data consisted of a
series of file segments of about 63 000 points (or a little less than 6
hr of data at 3 samples per second) per segment. On the other hand,
the seismic data were divided into a series of 1-d file segments
(or 86 400 data points at 1 sample per second). For each segment,
we then multiplied the absolute value of the seismic trace with the
simulated noise trace point by point, to generate a new synthetic
noise field with temporally varying strength (Fig. 2). The rest of the
unused data points in the seismic trace were discarded. Note that the
seismic trace and the simulated noise field have different sampling
rates, but the difference does not matter as we are only interested
in generating a noise field with temporally varying strength as in
the real Earth. Note also that the absolute value of the same seismic
trace is multiplied the simulated noise field at all the stations; the
temporal variation of the noise strength is thus similar at all the

stations. Thus, the simulated data are not the same as real data,
which have different noise strength and earthquake arrival times and
amplitudes.

The purpose is to introduce varying noise strength into the sim-
ulation in order to examine the convergence rate of the GFs and the
relative amplitudes between the GFs. We will examine situations
with real data later, which require a modification of data processing
procedure (Section 4). In our discussion below, we refer to the orig-
inal simulation data as ‘original’ and the data with seismic noise
as ‘raw’ (Fig. 2). We did not remove earthquake or other energetic
sources in the seismic trace so that the variation of strength of the
‘raw’ noise data is more Earth-like.

The reasons that we used the same seismic trace (rather than dif-
ferent seismic traces) to combine with the ‘original’ simulated noise
traces to create the ‘raw’ traces are as follows. (1) Our purpose of
creating the ‘raw’ data is to test different pre-processing techniques
(see below) on the fidelity of the GF amplitudes and the convergence
rate when the noise strength varies with time. The coherent noise that
gives rise to the GFs comes from the ‘original’ traces, not from the
strength variation. The created ‘raw’ traces are essentially the same
as the traces generated with the same source spatial distribution as in
Fig. 1 but with the temporal strength that varies as the imposed trace.
In the real Earth, the temporal change of the noise strength is gener-
ally much slower than the propagation of the Rayleigh waves. Thus
imposing the same temporally variable strength to all the stations
in the array can provide a reasonable representation of the strength
variation in the real Earth. (2) An alternative may be to use different
seismic traces (e.g. from an array of real seismic stations) for the
same time duration to impose the strength variation on the simu-
lation stations. We would need to find stations with long recording
history with few data gaps. The ‘raw’ data created as such may pro-
duce arrivals of wave propagation from earthquakes or earth’s own
ambient noise in the correlations, which may unnecessarily cause
confusion with the correlated arrivals from the ‘original’ simulated
noise.

3.2 Pre-processing: temporal flattening (TF) technique

Because seismic records contain energetic sources (e.g. earth-
quakes) and noise sources of varying strengths, pre-processing is
needed in order to speed up the convergence from the CC to the GF
and to increase the signal-to-noise ratio (SNR). One-bit (sign-bit)
normalization is commonly used as a pre-processing technique to
extract traveltimes of the seismic surface waves between two re-
ceivers in studies of seismic noise interferometry (e.g. Campillo &
Paul 2003; Shapiro & Campillo 2004; Shapiro et al. 2005; Yao et al.
2006; Bensen et al. 2007).

In previous studies, one-bit normalization or other types of tem-
poral normalization are applied to each individual station sepa-
rately. To preserve the amplitudes of the GF, Weaver (2011) pro-
posed a TF method, in which every station’s band-limited sig-
nal is normalized by a running average of the total band-limited
energy of all the stations. Thus each station is treated equally
so that relative amplitudes are preserved (Bowden et al. 2015,
2017). In this study, we performed the TF normalization as fol-
lows. Each 1-d continuous record is divided into 2-hr segments.
For each segment, the TF normalization factor is obtained by
calculating the RMS of all the points of all the traces within
the 2-hr segment. For that segment, each trace is divided by
the TF normalization factor (the same global factor for all the
traces).
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Figure 2. Synthetic noise data. Plotted are only a small segment (50 min) of data used in this study. (a) Original noise data from numerical simulation (Fig. 1).
(b) Absolute amplitude of a real seismogram. The segment contains energy from an earthquake. (c) Synthetic seismic noise data. The trace was obtained by
multiplying the original simulated trace (a) with the amplitude trace of the seismic noise data (b).

3.3 Results from simulated data

3.3.1 Comparison of different pre-processing techniques

We now apply different temporal normalization methods (one-bit,
TF or no temporal normalization) to the ‘original’ and ‘raw’ syn-
thetic data. The data processing procedure is as follows: (1) ap-
ply a cosine-bell shaped filter centred on 10 s with a 8 to 12-
s band, (2) apply temporal normalization and (3) perform CC
processing.

The GFs obtained from original and raw data without any nor-
malization are shown as Figs 3(a) and (b), respectively, and those
obtained from raw data with one-bit and TF normalization are shown
as Figs 3(c) and (d), respectively. To compare the amplitude atten-
uation, we show the GFs of station pairs originating in a common
station (e.g. station 1 ‘S01’ in Fig. 3, the positive delay time lags).
The amplitude of the GF originating in station 1 clearly decays
as the interstation distance increases, which is expected from the
geometrical spreading and attenuation (Weaver 2011; eq. 1).

Note that the GFs are highly asymmetric. The amplitude of the
negative lag (from quadrant 2 to quadrant 1) is much smaller. This
is because α2 is much larger than α1 and intensity deceases as
e−2α|xi −x j | (Weaver 2011). In addition, the intensity originating in
station 1 in the direction to station 10 is more than 30 per cent
greater than that originating in station 10 in the direction to station
1. Note also the strong energy at zero time in Figs 3(b)–(d), which
is an autocorrelation artefact because the same temporally varying
noise strength was embedded in the raw data of all the stations (see
above).

From Fig. 3, we can clearly detect that GFs from original, one-bit,
and TF processing data have good convergence, shown as wave-
forms with high SNR in the CC waveforms, while the GFs obtained
from the raw data without any normalization have low SNR, espe-
cially when the spacing distances of station pairs is large. This result
is consistent to that we expected, because the same problem also
exists in the study of extracting surface wave velocity from ambient
noise (Bensen et al. 2007). These temporal normalization meth-
ods effectively accelerate the convergence of the cross-correlation
function and thus improve the SNR. Without the pre-processing of
temporal normalization, several months of seismic ambient noise
records may be dominated by the energy of a few earthquakes,
and the GFs represents the correlation of signals from a few point

sources rather than the correlation of the whole diffuse wavefield.
We compare the GFs of two station pairs of S01–S03 and S01–
S07 extracted from the three kinds of pre-processing data (raw: no
temporal normalization used; one-bit: one-bit normalization used;
flattening (TF): temporal flattening used) to determine whether the
amplitude of the GFs are retrieved correctly. After the maximum
amplitudes of GFs of the station pair S01–S03 obtained from dif-
ferent data are set to 1, the relative amplitudes of the station pair
S01–S07 to those of S01–S03 obtained from raw and TF data are in
agreement although the SNR from the raw data is quite low, and we
also note that the relative amplitudes from one-bit data are not con-
sistent with those from the other two processing methods (Fig. 4)
(see more discussion below).

3.3.2 Attenuation retrieval

Fig. 5 compares relative amplitudes of the GFs extracted from dif-
ferent noise data and different temporal normalization methods.
We show two cases: the case of station pairs originating in station
1 (Fig. 5a) and the case of station pairs originating in station 10
(Fig. 5b). Amplitude from station 1 to station 2 is greater than that
from station 10 to station 9 (by 1.36), because of the anisotropic
noise intensity distribution (Fig. 1). We can make the following
conclusions from Fig. 5.

(1) The amplitude decay using the ‘original’ noise data agrees in
the attenuation factors with the input model. This is not surprising
and has been demonstrated by Weaver (2011) in theory and in
numerical simulations.

(2) The amplitudes from one-bit normalization differ signifi-
cantly from true values. They do not behave linearly. The amplitudes
decay sometimes faster and sometime slower than those from real
attenuation. Thus, one-bit normalization should be avoided in am-
plitude and attenuation extraction (Weaver 2013).

(3) The results from the ‘raw’ data (without any normalization)
vary. When the amplitudes are large with good SNR of the GFs, the
results agree with those from the ‘original’ (without any normal-
ization). However, when SNR decreases (the amplitudes are small),
the results from the ‘raw’ data can be significantly different from
the true values as shown in the lower half of Fig. 5(b). In this
case, the GFs from the ‘raw’ data have not converged because no
normalization has been applied.
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Figure 3. Green’s functions obtained from synthetic noise data. The right-going GFs of the station pairs (e.g. S01–S03 means from S01 to S03) are at the
positive time lag, which are generated by the common noise source strength at station 1. The left-going GFs (very weak) are at the negative time lag, which are
generated by noise source strength at different stations (e.g. from S03 to S01). (a) GFs obtained from cross-correlations (CCs) of the original simulated noise
data. (b–d) GFs obtained from CCs of the synthetic seismic noise data using different pre-processing procedures, respectively, that is (b) no pre-processing
(raw), (c) one-bit and (d) temporal flattening (TF).

Figure 4. Comparison of amplitudes of GFs of two station pairs (labeled)
obtained from synthetic seismic noise data with different pre-processing
procedures (raw, thin blue; one-bit, thin green and TF, thick red).

(4) The relative amplitudes using the ‘raw’ data and TF nor-
malization are similar to those from the ‘original’ data. Thus, the
relative amplitude information can be retrieved from the TF pre-
processing and the attenuation can be recovered. Essentially, the TF
pre-processing speeds up the convergence because it reduces the
influence of variable noise strength to make the noise field more
diffuse. But it also preserves the relative amplitudes between differ-
ent pairs because the same global normalization factor is applied to
all the stations for the same time segment.

In summary, correlations using the raw data preserve the relative
amplitudes of the GFs, but the convergence is too slow. The one-
bit normalization speeds up the convergence but results in wrong
amplitudes. The TF normalization achieves both.

4 A M P L I T U D E R E T R I E VA L F RO M
R E A L DATA

As we have shown with synthetic data, amplitude information and
attenuation can be extracted from a noise field, even when the spatial
distribution of the noise source is highly anisotropic (as in Fig. 1)
and the temporal source strength variation is Earth-like (such as
the ‘raw’ data). The TF normalization is effective in speeding up
the convergence of the GF while preserving amplitude information
for the retrieval of attenuation. In the next section, we examine real
seismic data, including the feasibility of amplitude and attenuation
retrieval, data processing strategies, stability and convergence of
GF amplitudes and comparison of attenuations from the ambient
noise CCs and from earthquakes.

4.1 Seismic data

We selected four broad-band stations of the U.S. Reference Net-
work (RN) (US.BOZ, CI.PASC, IU.RSSD and TA.KSCO) in west-
ern continental U.S. for testing data processing procedures and
parameters (Fig. 6). Four years of continuous waveforms from
1st January 2008 to 31st December 2012 were used to con-
struct the GFs. Data from 47 broad-band stations of the U.S.
backbone network in the western continental U.S. were used to
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550 L Zhou, X Song and R Weaver

Figure 5. Relative amplitudes (symbols) extracted from GFs with different temporal normalization methods using synthetic data for two cases: station pairs
originating at station 1 (a) and station pairs originating at station 10 (b). Plotted is the natural logarithm of the amplitude ratio corrected for geometrical
spreading (square root of interstation distance). Because different temporal normalizations yield different absolute amplitudes, the amplitudes have been shifted
so that the largest logarithm value is at 1. The amplitude of station pair 1 to 2 is about 1.36 times that of station pair 10 to 9. The slopes indicated by the solid
lines are the true values of the attenuation factors from the input model.

check the convergence speed of the amplitudes of the GFs. For
most stations the data are from more than 4 yr of successive
recordings.

Finally, to demonstrate the feasibility of attenuation retrieval from
ambient noise by comparing the results with those extracted from
two earthquakes recorded by the same stations, we selected two
groups of stations along two lines, including 121 stations in the
west and 115 stations in the east.

4.2 Data processing and asynchronous temporal
flattening (ATF) normalization method

The basic data processing procedure is very similar to that of numer-
ous studies to obtain GFs to extract traveltimes from ambient noise
correlations (e.g. Bensen et al. 2007), which generally involves data
pre-processing (instrument response removal, time-domain normal-
ization, broad band-pass filtering, and spectral whitening), CC on
each day’s seismograms between stations, stacking of all the cor-
relations to get the GFs, and quality control on the GFs (e.g. Sun
et al. 2010). However, there are three key differences in this study.
First, data pre-processing is performed on all the stations simulta-
neously (TF pre-processing), whereas it has been done separately
on each trace in previous studies. Secondly, we introduce the so-
called asynchronous temporal flattening (ATF) temporal normaliza-
tion method, in order to extract the amplitude information and to take
into account practical problems of the actual seismic data. Thirdly,
a narrow bandpass (rather than broad band-pass) filter is applied
before the CC. This means that the spectral whitening commonly
used in traveltime extraction from ambient noise, is not needed. The
steps to extract amplitudes from ambient noise correlation are as
follows (Fig. 7):

(1) Waveform data are prepared for each station individually,
which we call our ‘raw data’. Raw data are cut into a sequence
of 1-d units, and then each station’s instrument response is re-
moved. This step is necessary for any amplitude-related studies

because the amplification and frequency response of instruments
in each stations may not be the same, affecting the observed
amplitudes.

(2) The raw continuous waveforms are filtered by a narrow-band
filter at each period of interest. The narrow-band filter is a cosine-
bell-shaped filter centred on 10 s with an 8 to 12-s band, or 20 s
with an 18 to 22-s band, respectively, for the 10-s or 20-s Rayleigh
wave in this study.

(3) Energetic amplitudes are muted from the waveforms. Gener-
ally, the energy of earthquakes and spikes in continuous waveforms
is much stronger than that of the ambient noise (Fig. 8). Further-
more, they generally appear in different time windows across a
network of stations. If the earthquakes and spikes are not removed
appropriately, amplitudes of CCs will be dominated by earthquakes
and spikes, which will distort attenuation measurements. The ener-
getic amplitudes are muted as follows (Fig. 8). For each moving data
point, the amplitude at that point is divided by the RMS amplitude
of the following 20-min time window. If the ratio is greater than 10,
the amplitudes of that point and all the points in the following 20
min are set to zero.

(4) ATF normalization. The TF procedure we described above
for the synthetic data is a synchronous operation, thus we call it
‘synchronous temporal flattening (STF)’. To apply the STF for each
time window, all the stations must have data for the entire window.
Furthermore, because energetic amplitudes (earthquakes or spikes)
generally appear at different time windows across the array of sta-
tions, if energetic signals are detected in one station, all the stations
need to be muted for that time window. This operation is too re-
strictive for real Earth, leaving very small amount of usable data.
We propose an alternative procedure, which we call ‘asynchronous
temporal flattening (ATF)’.

The ATF normalization procedure is as follows. First, energetic am-
plitudes in each station are removed separately using the procedure
described above in step 3. Secondly, the energetic amplitudes are
muted and only their positions are retained, as a result that the ener-
getic track is kept of the removed amplitudes. Because earthquakes
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Amplitude and attenuation from ambient noise 551

Figure 6. Distribution of seismic stations (triangles) in western U.S. and two earthquakes used in this study. There are three groups of stations: four U.S.
Reference Network stations used to test data processing procedures (blue triangles); 47 stations of the U.S. backbone network used to examine the convergence
of the amplitudes of the GFs (white triangles); and two nearly linear arrays used to compare attenuation factors retrieved from the two earthquakes and ambient
noise correlations. The arrays have 121 and 115 stations, in the West Line and the East Line. Stations NE80 and 125A (red triangles) are the reference stations
for the West Line and the East Line, respectively. The two earthquakes on 13 March 2007 (Mw 5.8) and 24 September 2009 (Mw 6.3) are used for the West
Line and East Line, respectively.

or spikes exist in different time domains, a flag waveform is con-
structed for each station, which contains 1 or 0 at each sampling
point for an effective (i.e. the original) point or a removed ampli-
tude, respectively. When there is no data available or amplitudes
are muted in the trace, the amplitudes of the corresponding posi-
tions in the flag waveform are set to 0. Otherwise, the amplitudes
of the corresponding positions are set to 1. Thirdly, each day’s data
are divided into several segments of a selected length (e.g. 2 hr).
Only stations with nonzero data in the flag waveforms are used.
The RMS amplitude of all the nonzero data points in the flag wave-
forms in each time window is calculated. And then, each data point
at each station in that time window is divided by the RMS ampli-
tude above to obtain the normalized waveforms. Because the same

global normalization factor is used for each time window, the rela-
tive amplitudes between different stations and hence those between
the station-station CCs are preserved.

(5) Corrections on the GF amplitudes (Fig. 9). Because data
at different stations are muted at different times, the numbers of
effective data points contributing to the station–station CCs may be
different for different station pairs and at different lag times. Thus
the GF amplitudes need to be corrected. A simple way is to use the
CC of the flag traces. The CC of the flag traces are defined by C(n) =
1
N

N−1∑
i=0

f1(m) f2(m + n), where f1(m) and f2(m) are the two flag

traces of the corresponding signal and C(n) is the CC of the two flag
traces, and N is the effective point number of the flag traces used to
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552 L Zhou, X Song and R Weaver

Figure 7. Flow chart for extracting amplitudes and attenuation with a linear array from ambient noise.

Figure 8. A generic example showing data processing procedure of asynchronous temporal flattening (ATF). (a) A raw continuous seismogram with the
presence of earthquakes. (b) The new ‘flattened’ trace after earthquake muting (0 amplitude) and ATF. (c) The flag trace accompanying the flattened trace
containing value of either 1 (no muting) or 0 (with muting).

conduct CC. The CC of flag procedure is as follows. CC of each 1-d
of the normalized waveforms is performed for each station pair, and
then the CC waveforms are stacked for desired numbers of days to
obtain the CC trace S(t) of the signal. The CCs of the flag waveforms
of the same pair are also computed and stacked to obtain the CC
trace F(t) of the flag, which represents the total number of effective
points (or effective stacking times of the non-zero data) at any given
time t of the CC. Next, the signal trace is normalized by the flag CC
trace to obtain the final GF amplitude trace point-by-point: A(t) =
S(t)/F(t), which represents the true relative amplitude of the GF at
time t. The computation of the flag CCs is done in the same way as
the signal CCs using fast Fourier transform, thus it is simple and very
efficient.

(6) The amplitudes of the GFs in the positive and negative lags
of CC waveforms are generated by noise sources in opposite direc-
tions, so the causal and acausal amplitudes are extracted separately.
This is in contrast of traveltime studies, where causal and acausal
parts of the CC are often summed together to increase the SNR in
the symmetric component of the GF (Bensen et al. 2007). Station
pairs are sorted into a series of groups according to the azimuthal
difference between pairs. In each group, the Rayleigh wave am-
plitude ratio between two station-pairs that originate in the same
station (the amplitude from 1 to 3 divided by the amplitude from 1
to 2) is calculated, which represents the relative amplitude between
the later two stations (3 relative to 2) (eq. 2). Station pairs with SNRs
lower than the defined value are discarded. We measure the peak
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Amplitude and attenuation from ambient noise 553

Figure 9. A generic example showing amplitude correction of GFs obtained from the ATF pre-processing. (a) The original GF from CC of continuous data of
a station pair after earthquake muting and ATF pre-processing. (b) The CC of the flag traces of the same station pair as (a). (c) The corrected GF. The trace was
obtained by dividing the original GF (a) by the flag trace (b) at the same delay time.

amplitude of GFs in the velocity window from 2.5 to 4.0 km s–1 at
the periods of 10 and 20 s as the maximum amplitude of Rayleigh
waves, and then we use a 200-s time window around the peak as
the signal window and calculate the RMS amplitude of Rayleigh
waves. We also measure the RMS amplitude of the noise in a 200-s
time window starting from the end of the signal window. The ratio
of the RMS amplitude of the signal to the noise is used as the SNR.
Finally, we obtain the average attenuation coefficient at the assigned
period by fitting the Rayleigh wave amplitude ratios satisfying the
SNR criterion.

4.3 Results from real seismic data

4.3.1 Comparison between different pre-processing procedures

We now examine the effects of different pre-processing procedures
with real data. For these tests, we use four U.S. Reference Network
stations (US.BOZ, CI.PASC, IU.RSSD and TA.KSCO) (Fig. 1) as
a network of stations for data processing.

We first compare the ATF and STF normalization methods
(Fig. 10). As discussed, the STF is too restrictive, resulting in small
amounts of usable data in many practical cases. The ATF is much
more flexible, but doesn’t include all the stations in the normal-
ization at any given time window. With long continuous record-
ing history with little data gaps at the RN stations, we examine
whether the ATF is adequate in recovering the amplitude informa-
tion. Fig. 10 compares the 20-s-period GFs of the two station pairs
US.BOZ IU.RSSD and IU.RSSD CI.PASC obtained using the ATF
and STF pre-processing procedures. After 4 yr of stacks, the differ-
ence between the relative amplitudes of the two pairs is less than
5 per cent.

We also compare the ATF with the one-bit normalization using
real data (Fig. 11). The traveltimes obtained from the ATF procedure
coincide with those obtained from the one-bit procedure, demon-
strating that the ATF pre-processing procedure does not change the

Figure 10. Comparison of GFs obtained from real data after synchronous
(red) and asynchronous (blue) TF processing. Shown are two station pairs
(labeled) at the period of 20 s. The two stations have long continuous
recording history with few data gaps.

traveltimes of the Rayleigh waves. The SNR from the ATF is just as
good as the one-bit normalization, proving that the ATF is similarly
effective in the convergence of the GFs. What is more important
is that the two procedures result in inconsistent relative amplitudes
of GFs of the station pairs. We conclude that it is problematic to
use nonlinear pre-processing on amplitudes of individual traces,
such as the one-bit method, to extract amplitudes from ambient
noise.

The length of the time window used in the ATF processing pro-
cedure is an important parameter in the extraction of Rayleigh
wave amplitudes from ambient noise. Because the strength of noise
sources may vary significantly over time, the RMS amplitude of
ambient noise in too long a time window could be a poor measure
of the true strength of noise in the window. We tested three time
windows: 2, 6 and 24 hr (Fig. 12). The results show little difference
(less than 3 per cent at the period of 20 s), and thus the AFT method

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/222/1/544/5826178 by N

TU
 Library user on 12 M

ay 2020



554 L Zhou, X Song and R Weaver

Figure 11. Comparison of GFs obtained from real data after one-bit (red)
and ATF (blue) pre-processing. Shown are two station pairs (labeled) at the
period of 20 s.

Figure 12. Tests on the length of the time window used in temporal flat-
tening. The GFs are obtained from CCs of real data (labeled) after the ATF
pre-processing. Time windows used for the temporal flattening are 2 hr
(red), 6 hr (blue) and 24 hr (black), respectively. The overlapping traces are
indistinguishable.

is quite tolerant. Consequently, we suggest that a 1-d time window
is a good choice to perform the ATF normalization.

As mentioned above, a narrow band filtering centred on the de-
fined period is performed on the raw data before temporal nor-
malization and CC. Therefore, when GFs of multiple periods are
calculated the entire processing procedure needs to be performed
repeatedly at each period. The reason for this processing is that the
strength of ambient noise often varies with periods. Compared to
the traditional traveltime extraction, this procedure requires much
more computing time and disk storage. Thus we tested the effects
of the order of filtering (Fig. 13), applied before and after CC pro-
cessing, respectively. The results show not only that the SNRs of the
GFs obtained from the procedure of filtering after CC processing
are much lower than those obtained from the procedure of filter-
ing before CC processing, but also that the relative amplitudes of
the GFs of the two station pairs are inconsistent. In consequence,
we conclude that the filtering procedure should be performed at
each trace of continuous data at each period, individually, before
temporal normalization and CC processing, to obtain correct am-
plitude information. Such a frequency-by-frequency pre-processing
before CC processing has been used by Shen et al. (2012), which

Figure 13. Tests on the order of filtering. Shown are GFs at the period of
20 s from CCs of real data (labelled) where a narrow-band-pass filter is
applied before (red) and after (blue) the CC processing.

increases SNR of GFs and improves the effective data-recording
duration.

4.3.2 Convergence and stability

Extending stacking days will improve the SNR of the GF of a station
pair. The convergence rate is roughly proportional to the square
root of the total duration (Larose et al. 2007; Stehly et al. 2008;
Weaver 2011). On the one hand, increasing stacking days requires
multiple folds of computing time and disk space. On the other
hand, insufficient stacking days may yield unstable traveltimes or
amplitudes, which will lead to incorrect attenuation solutions. The
stability of traveltime measurements from ambient noise correlation
has been examined previously. Bensen et al. (2007) show that the
uncertainty of traveltimes of GFs between 3-month stacks and 12-
month stacks is not obvious from the period of 5 s to the period of
100 s. In other words, the traveltime of the GF is basically stable and
convergent over 3-months stacking. Zheng et al. (2013) also indicate
that 12-month stack is sufficient to extract stable traveltimes from
ambient noise.

To examine the convergence of amplitudes of GFs with stacking
days, we selected 47 stations of the U.S. Reference Network (Fig. 6)
to perform CCs of all station pairs by continuously increasing stack-
ing days. We used 4 yr of continuous waveforms to investigate the
convergence of GF amplitudes. Most of the stations have uninter-
rupted recordings, so the longest duration of continuous recordings
without data gaps is about 4 yr. After muting earthquakes and spikes
in the recordings and then performing CCs of station pairs, we ob-
tained stacking CCs with the longest effective duration time of about
2 yr.

If the amplitudes of GFs with the longest effective stacking time
are assumed to be stable, the ratios of the amplitudes with shorter
effective stacking time to those with the longest effective stacking
time can be considered as a measure of convergence (Figs 14a and
b). We see that the Rayleigh wave amplitude ratios indeed become
more stable as the effective stacking time increases with decreasing
standard deviations. According to the variation of amplitude ratios
at the periods of 10 and 20 s with stacking time (Figs 14a and b), 68
per cent Rayleigh wave amplitude ratios fluctuate less than 20 per
cent when the effective stacking time reaches half a year, and the
fluctuation is less than 10 per cent when the effective stacking time
reaches a year.
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Figure 14. Examination of amplitude convergence rate with real data. For each station pair, the amplitude of the GF with longest effective stacking time is
used to calibrate the convergence, that is the amplitude of the GF with a given effective stacking time is divided by that of the GF with longest effective
stacking time to form an Rayleigh wave amplitude ratio. Results were obtained for all the pairs of the 47 stations in the western U.S. (Fig. 6) and for the
periods of 10 and 20 s, respectively. (a, b) The logarithm of the Rayleigh wave amplitude ratios (pluses) versus stacking days. The white dots with the
bars show the mean ± one standard deviation. (c, d) The logarithm of Rayleigh wave amplitude ratios versus stacking days for 10 individual station pairs
(symbols).

Results of some individual pairs are also shown (Figs 14c and
d). The results show that the ratios vary sharply for stacking days
of less than half a year, becoming more stable as the effective
stacking time increases. The average Rayleigh wave amplitude ra-
tios and uncertainties indicate that a 0.5 to 1-yr effective stack-
ing time is acceptable to study amplitudes of GFs from ambient
noise. Roughly 2-yr of continuous overlapping data for each sta-
tion are needed to generate effective 1-yr stacks. In an area of
less (more) seismicity (than the Southern California), where less
(more) data are muted, the ratio of the effective stacking time rel-
ative to the recording time may increase (decrease). Consequently,
we suggest that, for a network of stations, more than two-years of
continuous overlapping data are preferred to retrieve convergent
amplitudes.

4.3.3 Attenuation from real data

To demonstrate the feasibility of the retrieval of attenuation from
ambient noise, we compare results from ambient noise and those
from earthquakes. We found two nearly linear arrays in western
U.S. that are in similar azimuths from two earthquakes, respectively
(Fig. 6). There are 121 stations in the West Line and 115 stations in
the East Line. The operation time of the stations within each of the
array is about 1.5 to 2 yr. Attenuation coefficients were extracted
using earthquake data and ambient noise data for both arrays at
periods of 10 and 20 s, respectively (Fig. 15).

For earthquake data, the traditional two-station method (e.g.
Knopoff 1964; Yang et al. 2004; Yao et al. 2006) was used. Us-
ing the West Line, for example, we selected a station (NE80) close
to the magnitude 5.8 earthquake in the Gulf of California as the ref-
erence station. We then constructed a linear array of stations from
the USArray so that all the stations are within 5o of the great cir-
cle path of the earthquake and the reference station. We corrected
the amplitude of the Rayleigh wave at each station by geometrical
spreading from the earthquake (square root of distance) and then
divided it by the geometrical-spreading corrected amplitude at the
reference station. The average attenuation coefficient is obtained by
a linear regression of the Rayleigh wave amplitude ratios. Note that
we ignore site factors, which contribute to the scatter of the data.
We used a similar procedure to measure the attenuation coefficients
for the East Line, which includes a magnitude 6.3 earthquake and a
reference station (125A). The values are 2.82 ± 0.39 (× 10−4 km-1)
at 10 s and 1.68 ± 0.69 (× 10−4 km-1) at 20 s for the West Line and
3.95 ± 0.51(× 10−4 km-1) at 10 s and 2.59 ± 0.41 (× 10−4 km-1)
at 20 s for the East Line (Fig. 15).

For ambient noise data, we retrieve the amplitudes of the GFs
of the pairs originating in the same reference station, NE80 for
the West Line or 125A for the East Line (Fig. 6). The amplitudes
are corrected by geometrical spreading (square root of inter-station
distance) and the Rayleigh wave amplitude ratios of two station pairs
are calculated using the amplitudes of the pair at larger distance by
that of the pair at smaller distance. Like the earthquake data, the
average attenuation coefficient is obtained by a linear regression of
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556 L Zhou, X Song and R Weaver

Figure 15. Attenuation retrievals for the two linear arrays (Fig. 6) using both earthquake (EQ, red dots) and ambient noise (AN, blue crosses) data at periods
of 10 and 20 s. Amplitudes have been corrected by geometrical spreading. Plotted are logarithm of appropriate Rayleigh wave amplitude ratios (see text). The
attenuation coefficients (labeled) are obtained from the linear regressions (black lines).

the Rayleigh wave amplitude ratios, also ignoring the influence of
site factors. The values are 3.47 ± 0.77 (× 10−4 km-1) at 10 s and
3.02 ± 0.53 (× 10−4 km-1) at 20 s for the West Line and 2.81 ± 1.07
(× 10−4 km-1) at 10 s and 3.64 ± 0.95(× 10−4 km-1) at 20 s for the
East Line (Fig. 15).

It is worth noting that the amplitude ratios fluctuate clearly with
distance and that the best fitting attenuation coefficient obtained
from ambient noise is not the same as that from earthquakes. One
factor for the coefficient disparity is that amplitude of seimic waves
is generally hard to measure accurately. Moreover, the stations are
located at the surface, and the earthquake has a certain depth, so
there is a certain difference in the sampling depth of the station-
pairs paths from ambient noise and earthquakes, which causes a
certain difference in the fitting of average attenuation. Furthermore,
the stations we used are not accurately arranged on a great circle
path, but they are approximately considered to be in a same great
circle path according to similar azimuths, which will also lead to the
deviation of the fitting attenuation coefficients obtained from am-
bient noise and earthquakes. The amplitude fluctuation of different
station pairs is related to the lateral inhomogeneity of attenuation,
because the actual earth medium is not a uniform medium, and the
attenuation varies in different regions and depths. We only fitted the
average attenuation model without inversion of the lateral inhomo-
geneity of attenuation. The difference of site responses of different
stations is also one of the reasons for the fluctuation of amplitude
measurements. Although there are some differences in the attenu-
ation coefficients obtained by earthquake and ambient noise, their
magnitude is the same, and the variation trend is also very sim-
ilar, so it can be considered that the values from earthquakes and
ambient noise are consistent with each other within one standard de-
viation, except for the West Line at 20 s, where the values are within

two standard deviations. These values are also generally consistent
with the magnitude of attenuation obtained from earthquake-based
Rayleigh-wave attenuation tomography for the western US conti-
nent (Yang et al. 2008a).

5 C O N C LU S I O N S

Following the basic theoretical derivation by Weaver (2011), we de-
veloped methods and strategies for extracting amplitude and atten-
uation information from ambient noise correlation. These methods
were developed based on a linear array, but they can be extended
to a 2-D network of stations by forming a series of linear arrays,
much like the two-station method for earthquake data. Results from
synthetic data reveal that the attenuation of Rayleigh waves from
ambient noise CC can be retrieved correctly with TF normaliza-
tion or without any temporal normalization at all. The difference
is that the TF pre-processing greatly speeds up the convergence
and improves the SNR of GFs. However, one-bit pre-processing,
although accelerating the convergence of GFs, is not appropriate
for the retrieval of attenuation. Therefore, we strongly suggest that
any temporal normalization that is applied to individual traces sep-
arately should be avoided when extracting amplitude information
from ambient noise.

For the real data, we suggest a detailed data processing procedure
for amplitude retrieval (Fig. 7). The main steps are as follows: (1)
single-station data preparation, (2) instrument response removal,
(3) narrow band filtering, (4) earthquake muting and flag setting,
(5) ATF, (6) CC of signal and CC of flag, (7) amplitude correction
of CC and stacking and (8) measurement of amplitudes. The order
of the processing steps is important and cannot be mixed. Two key
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steps are narrow band filtering and the ATF normalization before
CC processing.

To improve the TF normalization in practical applications, we
show an improved TF method called ATF instead of the traditional
STF. The ATF avoids the strict requirement on the integrity of
the continuous data in the STF and does not change relative am-
plitudes of the GFs obtained from CCs. The GF amplitudes are
not sensitive to the window length of the ATF if it is less than
one day. We also find that the applying of narrow band filtering
before CC processing is critical in preserving GF amplitudes; al-
though computation cost is much lower if the narrow band filtering
is performed after CC processing, the retrieved amplitudes are not
correct.

The convergence of GF amplitudes with the effective stacking
time indicates that longer stacking duration increases the stability
of the amplitudes. We suggest that continuous data of overlapping
time of 2 yr at a network of stations are preferred for the accurate
retrieval of attenuation.

From our limited tests along two groups of approximately linear
arrays of stations, we conclude that the attenuation coefficients are
generally compatible between those obtained from ambient noise
and those from two earthquakes (at periods of 10 and 20 s), re-
spectively. Thus, our methodology of amplitude extraction appears
promising in retrieving attenuation of Rayleigh waves from the
ambient noise of the real Earth. The method is flexible and can
be applied to linear arrays or 2-D networks of stations. Never-
theless, we didn’t consider the influence of wave propagation ef-
fects in complex earth media (focusing and defocusing and site
response, e.g. Bowden et al. 2017) on the surface wave amplitudes.
Thus, in real Earth, the retrieved amplitudes from noise correla-
tions would include contributions from attenuation and propaga-
tion, the latter of which can be evaluated from independent ve-
locity models (Dalton & Ekström 2006). Based on the method of
this study, we may further monitor the temporal changes of at-
tenuation parameters in the underground media of the earth using
ambient noise which was extensively studied by temporal change
of the velocity to detect the possible earthquake precursors or co-
seismic velocity variations, or determine the fluid status in the un-
derground (e.g. Brenguier et al. 2008a; Brenguier et al. 2008b;
Xu & Song 2009; Chen et al. 2010; Cheng et al. 2010; Minato
et al. 2012).
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